
 

 
 
  

international Engineering Safety Management 

GOOD PRACTICE HANDBOOK 
 
 
APPLICATION NOTE 3 
TOOLS AND TECHNIQUES 

 
 
 
Published on behalf of the international railway industry 
by Abbott Risk Consulting Ltd. 
Issue 1.1 May 2022 



  

 

2 
Issue 1.1 
© Abbott Risk Consulting Ltd. 2022 

Application Notes 3  

DISCLAIMER 2 

ACKNOWLEDGEMENTS 2 

1 INTRODUCTION 5 

2 TOOLS AND TECHNIQUES 6 
2.1 Notations for representing the components of a system and 

their interfaces 6 
2.2 Techniques for delivering safety-related software 9 
2.2.1 Ensuring that software is of sufficient integrity 9 
2.2.2 Ensuring that transmission processes for configuration data 

are of sufficient integrity 11 
2.3 Failure Mode and Effects Criticality Analysis (FMECA) 13 
2.4 Hazard and Operability Studies (HAZOPS) 14 
2.5 Fault Tree Analysis 15 
2.6 Cause Consequence Diagramming 16 
2.7 Event Tree Analysis (ETA) 18 
2.8 State Transition Diagrams 19 
2.9 Data Reporting Analysis and Corrective Action System 

(DRACAS) 19 

3 GLOSSARY 21 
3.1 Abbreviations 21 
3.2 Specialized terms 21 

4 REFERENCED DOCUMENTS 25 

  

CONTENTS 



  

 

3 
Issue 1.1 
© Abbott Risk Consulting Ltd. 2022 

Application Notes 3  

DISCLAIMER 
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Note. We intend to revise the handbook periodically and your comments and suggestions will help us to make the Application 

Note more useful for all readers. 

  

http://www.intesm.org/
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Good practice in engineering safety management 

advances as people build on the work done before by 

others. This handbook has drawn on the work carried  

out by the contributors to the Yellow Book [YB4] and 

to guidance on European Common Safety Methods 

[CSM-RA] among many others and we acknowledge 

our debt to them. 
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1 INTRODUCTION 

 
This Application Note (AN) is a component of the international Engineering Safety Management Good Practice Handbook, or 

‘iESM’, for short. The handbook as a whole describes good practice in railway Engineering Safety Management (ESM) on 

projects. It covers both projects that build new railways and projects that change existing railways. 

 

The iESM handbook is structured in three layers: 

• Layer 1: Principles and process 

• Layer 2: Methods, tools and techniques 

• Layer 3: Specialized guidance 

 

The first layer comprises one volume, Volume 1. Volume 1 describes some of the safety obligations on people involved in 

changing the railway or developing new railway products. It also describes a generic ESM process designed to help discharge 

these obligations. 

 

Volume 2 provides guidance on implementing the generic ESM process presented in Volume 1 on projects. Volume 2 belongs in 

the second layer. At the time of writing, Volume 2 was the only document in the second layer but further volumes may be added 

to this layer later. 

 

The third layer comprises a number of Application Notes providing 

guidance in specialized areas, guidance specific to geographical 

regions and case studies illustrating the practical application of the 

guidance in this handbook.  

 

The structure of the handbook is illustrated in the figure on the 

right.  

 

This document is Application Note 3. It supports the main 

body of the handbook by describing tools and 

techniques that may be used when carrying out some of 

the ESM tasks. 

   

The role of iESM Application Notes is to develop more 

detail where required under the existing principles and 

guidance in iESM Volumes (layers) 1 and 2. 

  Figure 1 The Structure of iESM 
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2 TOOLS AND TECHNIQUES 

This Application Note provides guidance on the execution of the following techniques: 

1 Notations for representing the components of a system and their interfaces 

2 Techniques for delivering safety-related software 

3 Failure Mode and Effects Criticality Analysis (FMECA)  

4 Hazard and Operability Studies (HAZOPS) 

5 Fault Tree Analysis 

6 Cause Consequence Diagramming 

7 Event Tree Analysis 

8 State Transition Diagrams 

9 Data Reporting Analysis and Corrective Action System (DRACAS) 

 

These are not the only tools and techniques that are available but they are those most commonly used on rail projects. 

ISO31010 [31010] contains more information and additional tools and techniques that may be useful from time to time. 

 

Techniques numbered 3 to 8 may be used when carrying out the Identifying hazards and Estimating risk activities. A DRACAS 

may be used when carrying out the Monitoring risk activity. 

 

2.1 Notations for representing the components of a system and their interfaces 

A common notation for describing the system and its components is a system hierarchy, in which the system is broken down 

into subsystems and then each of the subsystems is broken down into more detailed components and so on. 

 

The system hierarchy may be developed into a more general system architecture drawing in which the components are drawn 

as rectangles or other shapes and then interfaces may be indicated as connections between these shapes. The drawings may be 

annotated with additional information such as: 

 

• Type of interface (command or information); 

• Type of system/subsystem constituent (hardware/software/human); and 

• Boundaries between system and its environment including interactions between the system and environment. 

 

An example system architecture diagram is shown in Figure 2 below. 
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Figure 2 A System Architecture Diagram 
 

A system architecture diagram is an effective notation for showing internal interfaces within the system but is less effective for 

showing external interfaces. A context diagram is a common method for showing external interfaces. The system is shown as a 

circle in the middle of the diagram, the systems, people and other things with which it interacts are shown outside the circle and 

interfaces are indicate by arrows. An example of a context diagram is presented in Figure 3 below. 
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Figure 3 A Context Diagram 
 

Neither of the diagrams above represents behavior. Additional diagrams may be drawn to add a representation of behavior. 

 

State transition diagrams may be used for this purpose. They are discussed in section 2.8. State transition diagrams may be 

developed into Markov models to support quantified analysis. 

 

Sequence and collaboration diagrams may be used to capture dynamic nature of energy, information or action exchanges 

between system constituents or a system and the environment. For each state of the state transition model a sequence and 

collaboration model can be produced to represent the system interactions for each system state. 

 

System constituents are represented by shapes (usually rectangles) from which a vertical line (representing the existence of the 

relevant shape in time) is drawn downwards to capture the time and arrows are drawn to represent the exchanges between 

system constituents. Shapes (usually rectangles with folded corners) represent the entry and exit points. 

 

Sequence and collaboration diagrams may be used to represent temporal and spatial aspects of the system behavior. An 

example sequence and collaboration diagram is shown in Figure 4 below. 
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Figure 4 A Sequence and Collaboration Diagram 

 
 

2.2 Techniques for delivering safety-related software 

 
2.2.1 Ensuring that software is of sufficient integrity 

 
Following the process described in EN 50126 [50126], including the provisions for record keeping, will deliver evidence that a 

program meets its safety requirements, including the specified integrity. 

 

If you have followed another well-recognized standard for safety-related software, then you may be able to base your argument 

for its integrity on that. Some possible standards include: 

• Mü 8004 [8004]; 

• Def Stan 00-55 [00-56]; 

• IEC 61508 [61508]; and 

• IEEE Std 730-2002 [730]. 

 

Where you have not done something that these standards require, you may still be able to claim that you have achieved the 

desired safety integrity if you have used alternative measures or techniques and you can justify a claim that they are suitable 

and at least as effective. Alternatively, if the process used has largely followed a standard but has fallen short of its requirements 

in isolated areas then it may be possible to carry out the omitted activities or generate the omitted outputs after the event. 

Carrying out these activities later than the standard prescribes may in some cases reduce the SIL that can be claimed, and may 

also lead to extra work, time and cost with little benefit. 

 

When developing software you should be aware that much of the data produced during software development is easily lost but 

expensive to replace. Even if you have no specific plans to base a safety argument on the development process used, it may still 

be a good investment to keep records of the process in case you need them later. 
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Sometimes it may not be practicable to use the standards. One reason may be that the designer wishes to use software that has 

already been developed. This is sometimes referred to as COTS (Commercial Off The Shelf) software. There are other situations 

where you may be unable to apply standards, including software developed within your organization for which there is no 

surviving design process documentation. For brevity we will talk about COTS in the remainder of this section but the advice 

given is applicable to other classes of previously-developed software. 

 

EN 50126 [50126] includes requirements relating to the use of COTS but following these may not be the most practicable 

approach in every case. 

 

You will need to show that the COTS meets your safety requirements, including its safety integrity requirements. It is possible to 

make a convincing argument for this in many cases. However, it may be difficult for higher SILs and it is not guaranteed to be 

possible in every case. You should work out, at least in outline, how you will make the argument before committing yourself to 

using COTS. 

 

The safety argument for COTS may be complicated by the fact that COTS often includes functions that are not required and not 

used. You will need to show that the presence of these functions has no hazardous side-effects. It may also be impossible for the 

user to find out exactly how COTS software was developed. 

 

Activities that may deliver evidence to support your argument, include reliance on other standards, process assessment, design 

analysis and analysis of service record. It is usual to use a mixture of several of these. 

 

Software is generally too complex, and has too many states, to prove by analysis that it behaves exactly as it should. 

 

It may, however, be possible to show that some simple properties hold and this may be enough to show that a software safety 

requirement is met or to form part of such a demonstration. 

 

For example, it may be possible by careful analysis of the input/output statements in a program and its control flow, to show 

that two output instructions will always occur in a particular order. 

 

It may also be possible, by careful inspection of the data path for an item of data, to show that it cannot be corrupted on the 

way. It is generally much harder to show that it will always be delivered. 

 

Tools exist that allow you to perform static analysis of program code, in order to prove certain properties of a system, such as 

the absence of run-time exceptions, or the adherence to certain coding standards. 

 

You should bear in mind the SIL you are trying to achieve when considering whether this approach is workable and if so what 

tools and techniques to use. 

 

Conclusions from analysis typically depend upon assumptions such as ‘code cannot be overwritten’ and ‘return addresses on the 

stack cannot be corrupted’, which you should identify and confirm. If you analyze the source code rather than the object code, 

there will always be an assumption about the integrity of the compiler which you will have to confirm (see volume 2 for more 

information about managing assumptions). 

 

If the possible safety arguments are considered during the architectural design of the system it may be possible to design the 

system to make the safety arguments easier. 
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If your software is already in service, it may be possible to make a direct claim for the frequency of hazardous software failures 

without recourse to SILs from records of its operation in service, provided that you can show all of the following: 

• The records of failures are thorough and accurate. 

• The software is under change control and the version for which the claim is made is substantially the same as the versions 

for which records were kept. 

• The software will be subject to a similar pattern of use to that for which records were kept. 

• The total time in operation of the software is known. 

 

The data used needs to be either complete or a statistically valid subset. Any bias in the collection of data will invalidate 

conclusions drawn from it. The data needs to include information about the environment that the system was operating in, and 

the manner in which it was being used. If you are basing part of a safety argument upon such data, you should be able to 

demonstrate that the data used is of a high enough quality. This may require that the party providing the data also provides 

details of the collection method, sampling techniques and storage regime used. 

 

It may also be possible to make a direct claim for the frequency of hazardous software failures, without recourse to SILs, from 

records of testing, provided that: 

• the test inputs were random; and 

• the software will be subject to a similar pattern of use to that for which it was tested. 

 

However, it is not generally statistically valid to claim that the mean time between a hazardous failure is more than one third of 

the total duration of use or testing for which records were kept, and then only if no hazardous failures occurred. In practice it is 

difficult to make claims for a Safety Integrity better than SIL 2 using a service record or testing data. 

 

2.2.2 Ensuring that transmission processes for configuration data are of sufficient integrity 

You should define and write down the process and tools to be used for preparing, checking and inputting the data. You should 

ensure that any tools used to prepare or test data have sufficient integrity that they will not compromise the integrity of the 

data. 

 

You should take every practicable opportunity to introduce automated checks of data values or of relationships that should hold 

between data items. 

 

You should ensure that anyone entering data at a screen is given feedback of the values that they have entered. 

 

You should maintain data under configuration management. You should use the same methods of configuration management as 

you would for software of the same Safety Integrity Level. 

 

Data may be stored on magnetic (floppy/hard disk, magnetic tape), optical (CDs, DVDs), or solid-state (Flash RAM (Random 

Access Memory), Static or Dynamic RAM, [E]EPROM ([Electrically] Erasable Programmable Read-Only Memory)) media. Data 

may be transmitted over wires (serial, Ethernet), optical fiber, optical wireless (infra-red), and radio. 
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Stored data may be susceptible to corruption from a range of environmental factors: 

• electric or magnetic fields; 

• excessive heat or cold; 

• chemical reactions; 

• ionizing radiation; 

• unwanted modification (either human or automatic). 

 

All storage media will deteriorate over time. You should assess the possible aspects of the environment that may affect the 

media on which you store configuration data. You should assess the time that data is to be stored and the possible factors that 

may influence the persistence of data on the media. Some media (especially magnetic and optical) will deteriorate from use, and 

will therefore have a lifespan determined in part by the frequency of use (both reading and writing). When selecting media you 

should take into account the likely frequency that data will be read and written, and choose the media appropriately. You should 

have procedures in place for the assessment of media being used in order to prevent the loss of data through media 

deterioration. 

 

Corruption during the read or write process may occur due to electrical or mechanical failure. In order to minimize this 

possibility several strategies may be used: 

• Read back data that is written. Be aware that many storage devices (especially hard-drives) use temporary storage to 

improve performance; ensure that the version stored is read back in order to ensure that it has been written correctly. 

• Write data in multiple locations on a single medium, or use redundant media. Read all copies of the data, in order to 

discover individual recording errors. 

• Where data will not be changed often, you may wish to use some method to prevent it being accidentally overwritten. Such 

methods may include: 

o physically disabling the data writing component of the hardware, for example providing a switch to disable writes to 

memory after data is loaded; 

o using media that cannot be overwritten, such as CDs or PROMs; 

o using protection provided by operating systems. 

 

Transmission of data is also subject to environmental influences and system failures. The environmental factors will depend on 

the medium: 

• Both wired electrical, and radio will be subject to electromagnetic interference. 

• Radio and optical will be susceptible to problems with propagation. Infrared and certain frequencies of radio will require 

line of sight, or will have a range that is affected by obstacles. 

 

There are five main classes of failure for a transmission system: 

1. loss of data; 

2. corruption of data; 

3. delay to data; 

4. incorrect ordering of data; 

5. insertion of spurious data. 

 

You may also need to consider the possibility that someone may deliberately introduce correct-looking data into the 

transmission channel. 
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There are many well-understood protocols that can manage these failures. You should use one that is appropriate for the 

medium, and the information that you are sending. You may also wish to consider other techniques for improving the reliability, 

both of the connection and the data sent across it, such as: 

• using multiple wired connections that follow diverse paths to eliminate common causes; or 

• using mechanisms to minimize interference such as balanced lines, or spread spectrum wireless transmission. 

 

When sending or storing data, you should consider the use of error detecting codes. EN 50159 [50159] provides further 

guidance in this area. 

 

2.3 Failure Mode and Effects Criticality Analysis (FMECA) 

FMEA should be carried out in compliance with established standards such as IEC60802 [60802]. Excel is usually effective for 

creating and managing the analysis.  

 

Note that users of this standard should ensure that they use a common set of units, if they wish their risk ratings to be 

comparable. 

 

The analyst should consider components at a detailed level of indenture and record their failure modes along with causes and 

effects. The failure effects of these sub-components then become failure modes of components at the next higher level of 

indenture. The process is repeated up the functional hierarchy to yield the individual failure modes of the whole system. 

 

The criticality (or severity from a safety view point) of each failure can then be determined. Some failures will have no, or little, 

effect on safety others may severely compromise a safety requirement. 

 

The depth of the analysis should be adjusted according to the preliminary appraisal of the hazards. The components which 

contribute to higher risk hazards should be analyzed in greater detail. The approach is typically “bottom up” using a hierarchical 

breakdown of the system’s structure or functionality. Failure modes at one level become failure causes at the next. A Top-down 

approach can also be adopted at an early design or specification phase before the whole system structure is decided. The 

analysis is usually function oriented. The analysis starts with the main system functions - and how these may fail.  

 

Through determining the effects of component and subassembly failures, the FMECA can be used to design fault detection and 

isolation methodologies.  However, it can only be used to analyze single point failures and it can be time consuming. If done 

properly, in a targeted way, it is cost effective and its benefits outweigh the limitations.  

 

Checklists, HAZOPS or other techniques may be used to identify basic failure modes. 
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The analysis is recorded on a worksheet which has at least the following columns: 

 

Item Ref The unique identifier of the sub-component being considered. 

Description A description of this sub-component. 

Failure Ref A unique identifier for the failure mode entered. 

Mode A description of the failure mode. 

Causes For this failure. 

Effect Of this failure (local and system-wide). 

Criticality Of the effect of this failure mode 

Compensating Provisions Which may cause the effects of this failure not to be promulgated. 

How detected The means by which the failure may be detected. 

Remarks Any other notes made by the analyst. 

 

Typical criticality measures could be: 

 

Minor - it would be unreasonable to expect that the minor nature of this failure would cause any real effect on system 

capability. The failure might not be noticed.  

 

Low - the nature of the failure causes only a slight deterioration of system capability that may require minor rework action.  

 

Moderate - failure causes some deterioration in system capability which may generate the need for unscheduled rework 

/repairs or may cause minor injury.  

 

High - failure causes loss of system capability or may cause serious injury.  

 

Critical - failure could cause complete system loss and/or death.  

 

2.4 Hazard and Operability Studies (HAZOPS) 

Where detailed design information is available and a high-level of assurance is required a Hazard and Operability Study or 

HAZOPS can be carried out. 

 

HAZOPS is a systematic, creative examination of a design by a multi-disciplinary team. 

 

HAZOPS is recommended for systems with potential catastrophic accidents, novel features or for systems that span several 

engineering disciplines. 

 

HAZOPS is an analysis technique developed originally for the chemical industry and described in the Reference Guide [CIA], 

Hazop and Hazan [Kletz] and CAP 760 [760]. The technique should be carried out as described in these documents. 
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The principal difference between application of HAZOPS in the chemical industry and application in other engineering fields is in 

the way in which the design documentation is examined. In the chemical industry, examination is guided by traversing the 

flowchart, a schematic showing the connection of vessels, pipes and valves. In engineering applications an alternative 

representation of the parts and their interactions, such as a mechanical drawing, circuit schematic or data flow diagram should 

be used. The same technique can be applied at a number of levels within the design. 

 

If no convenient form of the design exists, then the analyst should construct a Functional Block Diagram. At each level of 

indenture this shows the components of the system or a sub-system as blocks with lines drawn between each pair of boxes that 

directly interacts. 

 

The team collects the design documentation, including a full functional breakdown of the system. Each component, including 

the interfaces, of the system is inspected in turn. The team considers the intention of the system and by applying a list of guide 

words attempts to reveal plausible deviations from the design intention. 

 

The guide words for hardware systems typically are as follows. Alternative guide words for are provided in [760]: 

 

NO or NOT No part of the intention is achieved but nothing else happens 

MORE Some quantitative increase over what was intended 

LESS Some quantitative decrease over what was intended 

AS WELL AS Some qualitative increase over what was intended 

PART OF Some qualitative decrease over what was intended 

REVERSE The logical opposite of the intention happens 

OTHER THAN Something quite different happens 

 

The team should be constituted to cover the areas of expertise required to fully understand the system. For example, the 

examination of a signaling system may require a safety process expert, a hardware engineer, a software engineer, an expert in 

signaling principles and potential users and maintainers. 

 

It is quite likely that the team will be unable to establish immediately whether a possible deviation can occur or what its effect 

can be. In that case an action can be recorded to establish this outside the meeting. 

 

2.5 Fault Tree Analysis 

Fault Tree Analysis (FTA) is a widely known and accepted top-down or deductive system failure analysis technique. The Fault 

Tree Handbook, NUREG-0492 [0492], is a comprehensive reference document for FTA, and may be used in conjunction with 

other FTA standards. 

 

FTA begins with a single undesired top event and provides a method for determining all the possible causes of that event. 

 

A correctly constructed fault tree is a graphical and logical model of the various parallel and sequential combinations of events 

that will result in the occurrence of the top event. 

 

FTA can be used for both qualitative as well as quantitative analysis. The graphical nature of the technique aids the qualitative 

identification of potential sources of single-point failures and safety-critical failure combinations. 
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The precise definition of the top event is critical to the success of the analysis, since an incorrect top event will, in most cases, 

invalidate the whole analysis. 

 

The system is analyzed, from the identified top events, in the context of its environment, and modes of operation, to find all 

credible causal events. 

 

The fault tree is made up of gates, which serve to permit or inhibit the flow of fault logic up the tree. The gates show the 

relationship of lower events – the inputs to the gate – needed for the occurrence of a higher event – the output of the gate. The 

gate symbol denotes the relationship of the input events required for the output event. 

 

The fault tree is used to produce the minimal cut sets - the minimum combination of independent base events which, if they 

occur or exist at the same time, will cause the top event to occur. The minimal cut sets provide the basis for both the qualitative 

and quantitative analysis of the system. 

 

Fault trees are relatively simple in concept, but can be very difficult in practice. This is particularly true when quantitative 

analysis is required. Chapter V of NUREG-0492 [0492] provides a detailed explanation of the technique. The following key 

concepts and rules from that document are given here to guide the analyst in the approach required to the construction of the 

tree. 

 

In determining the causes of an event in a fault tree, the analyst should identify the immediate, necessary and sufficient causes 

for the occurrence of that event. The temptation to jump directly to the basic causes should be resisted, even if these may 

appear obvious. 

 

The dependence between base events within a minimal cut set should be identified during FTA. This is achieved by performing 

Common Cause Failure Analysis on the Minimal Cut Sets to identify potential dependencies. 

 

The following basic rules should be applied when constructing a fault tree: 

• Write the statements that are entered into the event boxes as faults: state precisely what the fault is and when it occurs. 

• If the answer to the question ‘Can this fault consist of a component failure?’ is ‘Yes’, classify the event as  

a ‘State of Component Fault’. If the answer is ‘No’, classify the event as a ‘State of System Fault’. If an event is classified as a 

‘State of Component Fault’, add an OR-gate below the event and look for primary, secondary and command faults that may 

cause the event. If an event is classified as a ‘State of System Fault’, an AND-gate, OR-gate, INHIBIT-gate, or possibly no gate 

at all may be required, and the minimum, necessary and sufficient causes should be determined. 

• If the normal functioning of a component propagates a fault sequence, then it is assumed that the component functions 

normally. 

• All inputs to a particular gate should be completely defined before further analysis of any one of them is undertaken. 

• Gate inputs are to be connected to fault events. Gates are not to be connected directly to other gates. 

• Identify fixed probabilities, that is, non-failure conditions, with inhibit gates. 

 

2.6 Cause Consequence Diagramming 

Cause Consequence Diagramming (or Cause Consequence Analysis) is a technique that embodies both causal and consequence 

analysis. However, in the context of the iESM it is useful primarily as a consequence analysis tool. 

 

The technique provides a diagrammatic notation for expressing the potential consequences of an initiating event (normally a 

hazard) and the factors that influence the outcome. 
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The basic notation is introduced in the context of the example in Figure 5. In this diagram the hazard is Ignition. The final 

outcomes (or ‘significant consequences’) are shown in octagons and vary from no incident to a major fire. The major factors that 

influence the outcomes are shown in ‘condition vertices’. 

 

The diagram shows that a major fire will only occur as a result of the ignition hazard if both the sprinkler and alarm system fail. If 

we can estimate the frequency with which the hazard will occur and the probability that the sprinkler and alarm systems will fail 

on demand (and, importantly, we know to what degree these failures are correlated) then we can estimate the frequency with 

which the hazard will give rise to this accident. This is an essential step on the way to estimating the risk arising from the hazard. 

 

There are variations in notation. 

 

The notation allows further symbols. For a slightly fuller exposition refer to ‘Safeware: System Safety and Computers’ [Leveson], 

pages 332-335. 

 

 

Ignition
 

 

Sprinkler 

Works

 
 

 
 

 

 
 

YES

 

 

Fire Put 

Out 
 

 

 

 

YES

NO

NO

Alarm Sounds

Minor Fire Major Fire

 
 

Figure 5 Example Cause-Consequence Diagram 
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2.7 Event Tree Analysis (ETA) 

The overall goal of Event Tree Analysis is to determine the likelihood of possible outcomes that can cause harm and result from 

the chosen initiating event (normally a hazard). Railways are robust with multiple layers of protection through responding to 

previous incidents and accidents so typically the most common outcome is “no harm”.  

 

It is necessary to use detailed information about the application of the system to understand intermediate events, accident 

scenarios, and initiating events to construct the Event Tree diagram. The Event Tree begins with the initiating event where 

consequences of this event follow in a binary (success/failure) manner. Each event creates a path in which a series of successes 

or failures will occur where the overall probability of occurrence for that path can be calculated. The probabilities of failures for 

intermediate events (or nodes) can be determined through the following main methods normally used for railways: 

• Direct derivation based on known facts, e.g. Peak/Off-peak ratio, length of track in different surround conditions, i.e. tunnel, 

viaduct, at-grade, etc. 

• Supporting fault trees or reliability analyses, e.g. failure of fire protection systems to control fire 

• Expert estimate – many events will have no supporting data or experience and therefore the best we can hope for is a 

sensible assumption 

 

Figure 6 (below) shows a typical Event Tree. They can be constructed and managed in Excel with care or a bespoke tool can be 

used. 

 

Even if the likelihood of the initiating event is not known, it can be assumed that the event occurs (by setting it to “1”) and the 

Event Tree will then show the outcomes in relative way.  

 

Coupled with an accident model it is possible to use the Event Tree to derive a measure of fatalities and weighted injuries which 

is needed under some acceptance regimes. 

 

 
 

Figure 6 Example Event Tree Extract 
  

Derailment 
Containment  

Fails 
Peak  

Loading 
Outcome 

Yes 

No 

Consequence 1 

No 
Consequence 2 

Yes 
Consequence 3 

No 
Consequence 4 

Yes 

Frequency 

1.0E-05 5 Fatalities 

10 Serious Injuries 1.0E-04 

1.0E-03 

1.0E-02 

5 Minor Injuries 

No Harm 
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2.8 State Transition Diagrams 

State transition diagrams are simple diagrams that show the state that a system can be in and the possible transitions between 

these states. 

 

Figure 7 (below) is an example state transition diagram. The black circles and the round-cornered boxes represent the states of 

the system, and the arrows represent the transitions between those states. This example models debris being on a track, and 

the driver of a train on the neighboring track spotting it, and notifying the control center. All the states within the box are ones 

for which the railway is at risk. 

 
 

State 1 State 2 

State 3 State 4 

State 5 State 7 State 6 

State 8 

State 1 

Key 

Initial State 

Final state 

Transition 

Intermediate 
State 

At risk states 

[Condition] 

[Debris deposited 

[Train A enter section 

[Drive A spots debris 

[DriverA notifies control] 

[Signals set to danger 

[Train B not passed 
signal] 

[Train B stopped at signal] 

[Train B already 
 passed signal] 

[Control contacts train B] 

[Train B stopped] 

 
 

Figure 7 Example State Transition Diagram 
 

 

2.9 Data Reporting Analysis and Corrective Action System (DRACAS) 

The Data Reporting Analysis and Corrective Action System (DRACAS), sometimes referred to as a Failure Reporting Analysis and 

Corrective Action System (FRACAS), is a closed loop data reporting and analysis system. The aim of the system is to aid design, to 

identify corrective action tasks and to evaluate test results, in order to provide confidence in the results of the safety analysis 

activities and in the correct operation of the safety features. 

 

Its effectiveness depends on accurate input data in the form of reports documenting incidents. These reports should therefore 

document all the conditions relating to the incident. 

 

The project manager or their delegate should be part of the team that reviews the incidents, in order that their impact on the 

safety characteristics of the system can be quickly assessed and any corrective actions requiring design changes quickly 

approved. 
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The DRACAS process is illustrated in Figure 8 and may 

be summarized as follows: 

 

1. The incident is raised and recorded on a 

database. 

2. A data search is carried out for related events. 

3. The incident is reviewed. If the incident is a new 

hazard it is recorded as such in the register of 

hazards. 

4. Information concerning the incident is 

communicated to those that need to know, in 

order to control risk. 

5. Corrective actions are recommended as 

necessary. 

6. If no corrective action is required the database is 

updated and the process ends. 

7. The corrective action is authorized and 

implemented and assessed for success. 

8. If the corrective action is successful the database 

is updated and the process ends. 

9. If the corrective action is unsuccessful the 

incident is re-reviewed (the process returns to 

step 5). 

 

Incident raised and recorded

Search for related events

Review incident

Corrective action 

necessary?

Authorise, implement and 

assess action

Corrective action 

successful?

Communicate information as 

necessary

Update database

YES

YES

YES

NO

NO

 
 

Figure 8 The DRACAS process 
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3 GLOSSARY 

This glossary defines the specialized terms and abbreviations used in this Application Note.  

 

3.1 Abbreviations 

 

COTS Commercial Off The Shelf 

DRACAS Data Reporting Analysis and Corrective Action System 

ESM Engineering Safety Management 

FMEA Failure Mode and Effects Analysis  

FMECA Failure Mode, Effects and Criticality Analysis 

FTA Fault Tree Analysis 

HAZOPS Hazard and Operability Study 

SIL Safety Integrity Level 

 

3.2 Specialized terms 

 
accident An unintended event or series of events that results in harm to 

people. 

accident likelihood The likelihood of an accident occurring. May be expressed as numeric 

probability or frequency or as a category. 

accident sequence A potential progression of events that results in an accident. 

accident severity  A measure of amount of harm. May be expressed as a financial value 

or as a category. 

accident trigger A condition or event which is required for a hazard to give rise to an 

accident. 

approval Any process by which someone reviews the evidence that risk has 

been controlled and takes an explicit decision as to whether a system 

may be placed into operation, including trial operation and operation 

for testing, or whether a product may be applied. 

Note. Some people distinguish different sorts of approval and give 

some sorts different names, such as ‘acceptance’ or ‘endorsement’. 

barrier (In the context of risk estimation) anything which may act to prevent a 

hazard giving rise to an accident. Barriers may be physical, procedural 

or circumstantial. 

causal factor Any event, state or other factor which might contribute to the 

occurrence of a hazard. 

Commercial Off The Shelf (COTS) A term used to describe products manufactured for a market. 
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configuration management A discipline applying technical and administrative direction and 

surveillance to identify and document the functional and physical 

characteristics of a configuration item, to control changes to those 

characteristics, to record and report change processing and 

implementation status and to verify compliance with specified 

requirements. 

control measure A measure taken to reduce risk. 

Data Reporting Analysis and 

Corrective Action System 

(DRACAS) 

An administrative system used to collect and analyze data concerning 

the performance of a system or product and to support the 

management of corrective actions, where necessary. 

Engineering Safety Management 

(ESM) 

The activities involved in making a system or product safe and 

showing that it is safe. 

Note: despite the name, ESM is not performed by engineers alone and 

is applicable to changes that involve more than just engineering. 

error A mistake made by a person. 

Event Tree Analysis  A method of illustrating the intermediate and final outcomes which 

may arise after the occurrence of a selected initial event. 

failure A deviation from the specified performance of a system, product or 

other change. A failure is the consequence of a fault or error. 

Failure Mode and Effects Analysis 

(FMEA) 

A process for reliability, availability and safety analysis, where all 

known failure modes of components or features of a system or 

product are considered in turn and the outcomes are identified. 

Failure Mode, Effects and 

Criticality Analysis (FMECA) 

An extension to FMEA in which the criticality of the effects is also 

assessed. 

fault A fault is a defect in a system, product or other change which may 

cause a failure. 

Fault Tree Analysis (FTA) A method for representing the logical combinations of various states 

which lead to a particular outcome (top event). 

hazard A condition that could lead to an accident. A potential source of harm. 

A hazard should be referred to a system or product definition. 

Hazard and Operability Study 

(HAZOPS) 

A structured study carried out by application of guide words to 

identify all deviations from the design intent with undesired effects 

for safety or operability. 

human factors The field of study and practice concerned with the human element of 

any system, the manner in which human performance is affected, and 

the way that humans affect the performance of systems. 

hazard log A common name for a register of hazards. 
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incident An unintended event or series of events that results in harm to people 

or could, in other circumstances have resulted in harm to people. 

Note. All accidents are incidents. Some incidents are not accidents. 

risk The combination of the likelihood of harm to people and the severity 

of that harm associated with some cause or type of accident. 

minimal cut set A set of basic events in the fault tree which are sufficient to cause the 

top event to occur, such that removing any event from the set would 

mean that the top event would not occur. 

random failure A failure resulting from random causes such as variations in materials, 

manufacturing processes or environmental stresses. 

register of hazards A document which records details of hazards identified during safety 

analyses of a system or product, including the status of each hazard, 

as well as relevant decisions made, solutions used and their 

implementation status. 

reliability The probability that an item can perform a required function under 

given conditions for a given time interval. 

risk Combination of the likelihood of occurrence of harm and the severity 

of that harm. 

risk estimation The process of producing a measure of the level of risk being 

analyzed. 

safety Freedom from unacceptable risk of harm to people. 

safety analysis A general term encompassing identifying hazards, analyzing hazards 

and assessing risk.  

safety integrity The likelihood of a safety-related function being performed 

satisfactorily under stated conditions within a stated operational 

environment and a stated period of time. 

Safety Integrity Level (SIL) One of a number of defined discrete levels for specifying the safety 

integrity requirements of the safety functions to be allocated to the 

safety related systems. 

safety-related An item is safety-related if any of its features or capabilities has the 

potential to contribute to or prevent an accident. 

severity See accident severity. 

standard An authorized document, including specification, procedure, 

instruction, directive, rule or regulation, which sets requirements. 

System A set of elements which interact according to a design, where an 

element of a system can be another system, called a subsystem and 

may include hardware, software and human interaction. 
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systematic failure A failure due to errors, which causes the product, system or process to 

fail deterministically under a particular combination of inputs or under 

particular environmental or application conditions. 

triggering event An event, outside the system or product of interest, which is required 

in order for a Hazard to result in an Accident. 
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